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Abstract. General circulation models (GCMs) project an in-
creasing frequency and intensity of heavy rainfall events due
to global climate change. This rather holds true for regions
that are even expected to experience an overall decrease in
average annual precipitation. Consequently, this may be at-
tended by an increasing frequency and magnitude of flood
events. However, time series of GCMs show a bias in simu-
lating 20th century precipitation and temperature fields and,
therefore, cannot directly be used to force hydrological mod-
els in order to assess the impact of the projected climate
change on certain components of the hydrological cycle. For
a posteriori correction, the so-called delta change approach is
widely-used which adds the 30-year monthly differences for
temperature or ratios for precipitation of the GCM data to
each month of a historic climate data set. As the variability
of the climate variables in the scenario period is not trans-
ferred, this approach is especially questionable if discharge
extremes are to be analyzed. In order to preserve the variabil-
ity given by the GCM, methods of statistical bias correction
are applied. This study aims to investigate the impact of two
methods of bias correction, the delta change approach and
a statistical bias correction, on the large scale modeling of
flood discharges, using the example of 25 macroscale catch-
ments in Europe. The discharge simulation is carried out with
the global integrated model WaterGAP3 (Water – Global As-
sessment and Prognosis). Results show that the two bias cor-
rection methods lead to distinctively different trends in future
flood flows.

1 Introduction

In the past 100 years, a rise of global mean near-surface
temperature of 0.74◦C± 0.18◦C was observed which can
be attributed to the anthropogenic emission of green house
gases. For the 21st century, a further increase of 1.8–4.0◦C,

depending on the considered emission scenario, is expected
(IPCC, 2007). As the saturation vapor pressure of water va-
por is positivly correlated with temperature, the temperature
rise will lead to an increased water content of the atmosphere.
Consequently, based on projections of general circulation
models (GCMs), an intensification of the global hydrological
cycle accombined by an increasing frequency and intensity
of heavy rainfall events is assumed. This rather holds true
for regions that are even expected to experience an overall
decrease in average annual precipitation (Meehl et al., 2007;
Allen and Ingram, 2002; Hegerl et al., 2007). Furthermore,
this may be attended by an increasing frequency and magni-
tude of flood events.

However, time series of GCMs show a bias in simulating
20th century precipitation and temperature fields. Thus, in
order to assess the impact of the projected climate change
on certain components of the hydrological cycle, they can-
not directly be used to force large scale hydrological models
or land surface models but a posteriori bias correction has
to be performend. In recent years, several methods of bias
correction have been developed. The most straight forward
and widely used delta change approach (e.g.,Lehner et al.,
2006; Lettenmaier et al., 1999; Graham, 2004) adds the mean
monthly change signal between GCM scenario and baseline
period to an observed climate record. As the variability of
the climate variables in the scenario period, as given by the
GCM, is not transferred, this approach is especially ques-
tionable if discharge extremes, both in magnitude and return
period, are to be analyzed. In contrast, methods of statistical
bias correction aim to correct for all statistical moments of
the intensity distribution (Piani et al., 2008, 2010).

The objective of this study is to investigate how the above-
mentioned bias correction methods impact the simulation of
future flood flows.
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Table 1.GRDC gauging stations used for analysis.

Station River Catchment size [km2]

6142150 Moravsky Jan Morava 24129
6142200 Bratislava Danube 131331
6233401 Bergeforsens KRV Indalsälven 25761
6233910 Kukkolankoski Oevre Torne river 33930
6335020 Rees Rhine 159300
6335180 Worms Rhine 68827
6335304 Frankfurt a.M. (Osthafen) Main 24764
6336050 Cochem Moselle 27088
6337200 Intschede Weser 37720
6340110 Neu-Darchau Elbe 131950
6340120 Dresden Elbe 53096
6340170 Aken Elbe 70093
6340300 Calbe-Grizehne Saale 23719
6342600 Regensburg/Schwabelweis Danube 35399
6343900 Passau-Ingling Inn 26084
6357010 Hohensaaten-Finow Oder 109564
6357500 Eisenḧuttenstadt Oder 52033
6421500 Borgharen Meuse 21301
6444100 Szeged Tisza 138408
6444110 Mako Maros 30149
6731400 Langnes Glomma 40243
6854101 Harjavalta Kokem̈aenjoki 26117
6854700 Isohaara Kemijoki 50686
6974150 Smalininkai Nemunas 81200
6974350 Jonava Neris 24500

2 Data and methods

2.1 WaterGAP3 model

The WaterGAP model (Water – Global Assessment and
Prognosis) has been developed at the Center for Environmen-
tal Systems Research (CESR) with the aim of providing a
basis both for an assessment of the current state of water re-
sources and water use, and for gaining an integrated perspec-
tive of impacts of global change on the water sector (Alcamo
et al., 2003; Döll et al., 2003). WaterGAP consists of two
main components: a global water use model and a global hy-
drology model. The aim of the hydrological model is to simu-
late the characteristic macro-scale behaviour of the terrestrial
water cycle in order to estimate water availability. Based on
the time series of climatic data, the hydrological model cal-
culates the daily water balance for each grid cell, taking into
account physiographic characteristics like soil type, vegeta-
tion, slope and aquifer type. Runoff generated on the grid
cells is routed to the catchment outlet on the basis of a global
drainage direction map (Lehner et al., 2008), taking into ac-
count the extent and hydrological influence of lakes, reser-
voirs, dams, and wetlands. The model is calibrated by ad-
justing one free parameter,γ , which controls the fraction of
total runoff from effective precipitation in order to minimize
the error in simulated longterm annual discharge.

For the current version, WaterGAP3, the spatial resolution
has been enhanced, from 30 by 30 arc min (longitude and
latitude) to 5 by 5 arc min gridded scale (approx. 6× 9 km
in Central Europe). Partially enabled by the enhanced spa-
tial resolution, the process representations of runoff forma-
tion and runoff concentration in the hydrological model have
been substantially improved: (1) the snow routine has been
revised by modelling snow dynamics on sub-grid scale (ap-
prox. 0.4× 0.4 km) (Schulze et al., 2005); (2) a module has
been added for a dynamic representation of permafrost oc-
currence, which directly influences groundwater recharge
(Aus der Beek and Teichert, 2008); (3) in order to distin-
guish between mountainous rivers with steep river bed slopes
and rivers in lower regions a variable flow velocity algorithm
has been implemented (Schulze and D̈oll, 2004); (4) the river
length has been enhanced by applying an individual mean-
dering factor for each grid cell derived from a high-resolution
drainage direction map; (5) an approach has been developed
and applied which utilizes K̈oppen regions to estimate po-
tential evapotranspiration and ground water recharge (Weiß,
2009). As a last point, dams from the Global Reservoir and
Dam Database (GRanD) have been implemented into Wa-
terGAP3 in order to consider anthropogenic flow regulation.
Thereby, all dams with a storage capacity higher than 0.1 km3

have been taken into account and a management scheme
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Fig. 1. Geographical distribution of the GRDC gauging stations
used for analysis, the corresponding catchment areas are high-
lighted in yellow.

according to the algorithm of Hanasaki et al. (2006) has been
applied (Döll and Fiedler, 2009).

The aforementioned model revisions have been a pre-
requisite for the application of WaterGAP3 to analyze, be-
sides long-term water availability, discharge extremes. The
model’s general ability to simulate flood discharges has been
evaluated byVerzano(2009).

2.2 Study catchments

The analysis was performed for 25 gauging stations listed
in the Global Runoff Data Centre (GRDC) station catalog
(cf. Table1) which were chosen based on the following cri-
teria: (1) The routing area had to be greater than 20 000 km2,
(2) the station had to feature a continuous daily discharge
record for the reference period 1971–2000, and (3) in the
case of more than one gauging station within a basin, the
routing area between two subsequent stations had to be
greater than 10 000 km2. Although an even distribution of the
study basins over the whole European continent was intented,
Fig. 1 clearly shows that most of the catchments are concen-
trated in Central and Northern Europe. Catchments situated
in Southern or Eastern Europe did not fulfil the aforemen-
tioned selection criteria for two main reasons: (1) especially
in Southern Europe, daily discharge time series provided by
the GRDC data base were distinctively shorter than 30 years
or uncontinuous, and (2) the time series of most of the East-
ern European gauging stations end around 1990.

2.3 Climate time series

2.3.1 Baseline climate

In the baseline period 1971–2000, the WaterGAP3 hydrolog-
ical model was forced with the WATCH Forcing Data (WFD)
(Weedon et al., 2010). This global data set (land areas only)
features nine key near-surface meteorological variables for

the period 1958–2001 at a sub-daily resolution (3–6 h). The
WFD were derived from the ERA-40 reanalysis product by
interpolation to 0.5◦ grid scale and subsequent elevation cor-
rection. A bias-correction was performed based on monthly
observational data from the CRU TS2.1 (Mitchell and Jones,
2005) and the GPCCv4 (Rudolf and Schneider, 2005) data
sets.

Out of nine variables available from the data set, five
were employed as input for the WaterGAP3 model: 2 m
air temperature, downwards long-wave radiation flux, down-
wards short-wave radiation flux, rainfall rate and snowfall
rate (summed up to total precipitation as the fractions of rain
and snow are calculated internally). All variables were aggre-
gated to daily time steps and downscaled to 5 arc min spatial
resolution.

2.3.2 Climate projections

In the scenario period 2041–2070, WaterGAP3 was
forced with climate projections of three state-of-the-art
GCMs: IPSL-CM4 (Institut Pierre Simon Laplace, France),
ECHAM5 (Max Planck Institute for Meteorology, Hamburg)
and CNRM-CM3 (Centre National de Recherches Meteo-
rologiques, France). For each GCM, projections for two of
the IPCC AR4 emission scenarios, B1 and A2, were avail-
able. For each combination of GCM and emission scenario,
the variables precipitation and temperature were subject to
two methods of bias correction, a delta change approach
and a statistical bias correction procedure, which will be de-
scribed in the following sections.

Delta Change time series

The Delta Change approach is based upon transferring the
mean monthly change signal between GCM control and
GCM scenario period to an observed time series. In the
present study, two 30-year windows were used, 1971–2000
as baseline and 2041–2070 as scenario period, according to
the 30-year definition of the climate normal. The scenario
daily temperature (T scen

d,m ) was derived by adding the absolute
monthly change signals to the observed time series, here the
WFD 1971–2000. In the case of precipitation, the observed
data were scaled with the relative change signals given by the
GCM:

T scen
d,m = T obs

d,m +

(
T GCMscen

m − T GCMcon
m

)
(1)

P scen
d,m = P obs

d,m ·

(
P GCMscen

m

/
P GCMcon

m

)
(2)

whereT obs
d,m andP obs

d,m are observed daily temperature and pre-

cipitation,T GCMcon
m andP GCMcon

m are mean monthly GCM
temperature and precipitation of the control period, and
T GCMscen

m andP GCMscen
m are mean monthly GCM tempera-

ture and precipitation of the scenario period.
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It has to be highlighted that the change signals between
GCM baseline and scenario period were derived from mean
monthly values but were applied to the daily WFD time se-
ries. We chose this particular approach in order to avoid con-
siderable variability in the day-to-day change signals which
would have occured when using daily change factors.

Statistical bias corrected time series

The statistical bias corrected GCM time series were gener-
ated within the EU-funded project WATCH – WATer and
Global CHange. The applied method of bias correction, also
referred to as quantile mapping or histogram equilization,
was specified and tested byPiani et al.(2010, 2008). It is
based upon associating the modelled variablexmod of the
GCM control run with the observed variablexobs through
their cumulative distribution functions (CDFs) such that
CDFmod(xmod) = CDFobs(xobs). A transfer function between
xobs andxmod is fitted which subsequently can be applied to
the future GCM time series.

2.4 Methodological approach

WaterGAP3 simulations were carried out with similar model
setup except for the climate time series used to force the
model. As the basis for any further analysis, four model runs
were performed for the baseline period 1971–2000: one us-
ing the WFD and three employing the bias corrected GCM
control run time series. Subsequently, 12 simulations were
carried out for the scenario period 2041–2070 according to
all possible combinations of GCM, emission scenario and
method of bias correction (3 GCMs× 2 emission scenar-
ios× 2 methods of bias correction).

From the resultant 30-year time series of daily discharges,
four flood regime indices, the mean annual flood (Qmean),
the median annual flood (Qmed), the 25-year flood, and the
50-year flood, were derived by applying the following proce-
dure:

1. Determination of the annual maximum series (AMS)

2. Calculation ofQmeanandQmed from the AMS

3. Fitting of a Pearson type III extreme value distribution
according to the guidelines of theUS Water Resources
Council(1981), as described inManiak(2005)

4. Estimation of the 25-year and the 50-year flood level
from the fitted distribution

In a first step, the flood indices derived from the simulated
hydrographs of the reference period were validated against
the results from the observed discharge series. In order to an-
alyze changes in the flood indices between baseline and sce-
nario, we employed relativ change factors (CFs) which will
be explained using the example ofQmed, but were calculated
for all aforementioned flood indices. The CF inQmed is given

by the ratio between the simulatedQmed of the scenario pe-
riod and the simulatedQmed of the baseline period. Values
greater unity indicate an increase inQmed in the scenario pe-
riod whereas values smaller unity indicate a decrease inQmed
compared to the baseline period. For all delta change time
series, the calculation of CFs was based on the results from
the WFD simulation. In the case of the statistical bias cor-
rected time series, the CFs were derived from the results of
the GCM scenario simulation and the respective GCM con-
trol simulation.

3 Results and discussion

3.1 Model validation

In order to evaluate the general ability of the WaterGAP3 hy-
drology model to reproduce the flood regime of the study
catchments, the flood indices derived from the simulated
daily discharge series of the baseline period were validated
against the results calculated from the observed discharge se-
ries. Fig.2 shows that an overall good agreement between the
modelled and the observed values could be achieved for all
four flood indices considered in this study. This conclusion is
confirmed by the coefficients of determination which range
between 0.971 and 0.985. However, the gradients of the re-
gression lines forQmed andQmeanof 1.13 and 1.10, respec-
tively, indicate that the model tends to overestimate the more
frequent flood events. In contrast, for the events with higher
return periods, the 25-year and the 50-year flood, no sys-
tematic over- or underestimation can be determined, which
is confirmed by gradients of 1.04 and 1.03, respectively.

In consideration of the fact that WaterGAP3 was calibrated
with only one free parameter against the error in longterman-
nual discharge, i.e. no flood calibration scheme was applied,
the model performend reasonably well in simulating flood
flows.

3.2 Future flood flows

In Fig. 3 the change factors derived from the delta change
time series are plotted against the change factors resulting
from the statistical bias corrected time series, seperately dia-
grammed for each GCM and flood index.

The delta change approach leads for both CNRM-CM3
and IPSL-CM4 to constant or decreasing discharges for all
four flood indices and study catchments. In particular ISPL-
CM4 is characterized by significantly decreasing discharges
for the more frequent eventsQmeanandQmed. The CFs de-
rived from the statistical bias corrected time series, on the
other hand, show a wider spread with both increasing and de-
creasing flood discharges for all four indices. Considerable
increases can be observed in particular for the 25-year and
the 50-year flood discharges in some basins.

In the case of ECHAM5, the statistical bias correction re-
sults in constant or increasing flood discharges for all four
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Fig. 2.Comparison of flood indices derived from measured and simulated hydrographs for the reference period 1971–2000:(a) mean annual
flood, (b) median annual flood,(c) 25-year flood, and(d) 50-year flood.

indices. EspeciallyQmed is characterized by significant in-
creases for all study catchments. Unlike IPSL-CM4 and
CNRM-CM3, for ECHAM5 a marked difference between
the two emission scenarios is visible. While the delta change
approach results in constant to decreasing flood discharges
for the B1 scenario, constant to increasing values were found
for the A2 scenario. Furthermore, the ECHAM5-A2 delta-
change series shows for a group of catchments considerable
increases in the 25-year and 50-year flood levels exceeding
the CFs derived from the statistical bias-corrected time se-
ries. This may be attributed to the scaling procedure applied
to generate the delta change precipitation time series which
affects not only the mean but also the variance of the distribu-
tion. As each value of the observed time series is multiplied
by a scaling factor (cf. Eq.2), the variance of the scenario
time series will equate to the variance of the observed record
multiplied by the squared scaling factor. Given an increase in
monthly precipitation, extreme values present in the observa-
tions are further amplified.

As already indicated by Fig.3, besides the method of
bias correction, considerable uncertainty is introduced by
the respective GCM chosen to force the hydrological model.

Figure4 shows the range of theQmeanand the 50-year flood
level CFs between the emission scenarios of each GCM.
For most of the study catchments the CF range between the
emission scenarios, B1 and A2, is very small within one
GCM. On the other hand, the CFs show considerable vari-
ability between the different GCMs. Furthermore, in a lot
of cases an opposed direction of change can be observed.
The ECHAM5 results suggest an increase ofQmean, exceed-
ing 10 %, for 24 out of 25 study catchments. In contrast, the
IPSL-CM4 simulations suggest constant (±10 %) or decreas-
ing Qmean levels for 17 catchments based on the A2 simu-
lation and 22 catchments in the B1 simulation. In all study
catchments an increase inQmeancan be observed for at least
one GCM/emission scenario combination. At the same time
10 catchments show a decrease inQmeanof more than 10 %
for at least one GCM/emission scenario combination.

Compared to theQmean results, the 50-year flood CFs
show a larger range within the single GCMs. Yet, as already
pointed out forQmean, in most basins the CFs differ more
significantly between the different GCMs than between the
two emission scenarios.
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Fig. 3. Scatter plots between the CFs derived from the statistical bias corrected time series (x-axis) and the CFs resulting from the delta
change time series (y-axis), separately for all indices and GCMs. In each plot, the data points of the A2 emission scenario are depicted in red
and the data points of the B1 emission scenario are depicted in blue. The solid red line represents the 1:1 line.

4 Summary and conclusions

This paper investigated the impact of two bias correction
methods for GCM time series, the delta change approach and
a statistical bias correction, on the simulation of flood dis-
charges. In summary, the results showed that these two meth-
ods of bias correction lead to distinctively different trends
in future flood discharges. Especially for CNRM-CM3 and
IPSL-CM4 the change factors derived from the delta change
time series indicated declining values for all analyzed flood

indices, following the general precipitation trend in the sce-
nario period. These results highlight a major drawback of the
delta change approach: as mean monthly changes between
GCM scenario period and baseline period are added to an ob-
served time series, the method does not account for increases
or decreases in the variability of the climate variables in the
scenario period as given by the GCM. At the same time the
results from the ECHAM5-A2 simulations suggest that the
delta change approach may also generate an enhanced vari-
ability that is not given by the GCM.
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Fig. 4. Range between the two emission scenarios for theQmean
CFs (top) and the 50-year flood level CFs (bottom) for the individual
study catchments.

In addition, the study demonstrated that the selection of
a particular GCM to force the hydrological model poses
a major source of uncertainty in assessing future trends in
flood flows. The analyzed flood indices differed more signif-
icantly between the applied GCMs than concerning the re-
spective emission scenarios. For the majority of the investi-
gated basins the different GCMs resulted in opposed direc-
tions of change in future flood discharges.
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Döll, P., Fiedler, K., and Zhang, J.: Global-scale analysis of river
flow alterations due to water withdrawals and reservoirs, Hy-
drol. Earth Syst. Sci., 13, 2413–2432, doi:10.5194/hess-13-2413-
2009, 2009.
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